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ABSTRACT

Small companies and branch offices often have bandwidth
demands and redundancy needs that go beyond the commer-
cially available Internet access products in their price range.
One way to overcome this problem is to bundle existing In-
ternet access products. In effect, they become multi-homed
often without running BGP or even getting an AS number.

Currently, these users rely on proprietary L4 load bal-
ancing routers, proprietary multi-channel VPN routers, or
sometimes LISP, to bundle their “cheaper” Internet access
network links, e.g., via (v)DSL, DOCSIS, HSDPA, or LTE.
While most products claim transport-layer transparency they
add complexity via middleboxes, map each TCP connec-
tion to a single interface, and have limited application sup-
port. Thus, in this paper we propose an alternative: Auto-
configuration of multiple IPv6 prefixes on a single L2 link.
We discuss how this enables applications to take advantage
of combining multiple access networks at with minimal sys-
tem changes.

CCS Concepts

•Networks → Network management; Network layer
protocols; Naming and addressing;

Keywords

IPv6, Network Auto Configuration, Multi-Homing, Multi-
Access Connectivity

1. INTRODUCTION
Multi-homed hosts or networks can be used to satisfy

bandwidth and redundancy demands or to opportunistically
improve network performance [1]. Indeed, today’s trans-
port layer support, e.g., via Multi-Path TCP [2, 3, 4], and
SCPT [5], is moving multi-homing from corner cases [6, 7,
8] into the mainstream, e.g., in the context of IPv6 [9].

However, almost all cases that involve multiple hosts are
today realized using proprietary middle-box solutions. These
often bundle multiple cheap Internet uplinks (access net-
works), e.g., (v)DSL, DOCSIS, HSDPA, and LTE, and rely
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Figure 1: Multiple L3 Access Networks on a Single

L2 Link.

on L4 load balancing routers or multi-channel VPN routers.
Use-cases include small company offices, branch offices, and
home networks. While all solutions claim transport-layer
transparency, they, typically, map each TCP connection to
a single access network, do not enable applications to in-
fluence which access network to use, and increase network
complexity by adding another middle-box.

In this paper, we propose an end-to-end alternative. Fig-
ure 1 shows an example where a home network is using
two access networks each with its own router (Router 1/2).
In our alternative each router announces at least one IPv6
prefix for its access network. This enables all applications
within the home network the choice of access network by
choosing the appropriate IP address as source. This “just”
requires appropriate routing setup.

This setup enables the use of multi-path transports across
both access networks, e.g., MPTCP, or multi-access enabled
applications, e.g., via Socket Intents [10]. Socket Intents
augment the BSD Socket API to enable the application to
express its performance preferences and its communication
pattern knowledge to bias the selection of access networks.

We realized our proposed end-to-end alternative, see Fig-
ure 1, within a Linux system. To support ease of setup,
maintainability, reliability, flexibility, etc. we explored how
to do this using auto-configuration rather than relying on
static configuration. This allows us to determine to which
extend the current RFC and their implementations enable
such a scenario. We find that:

• IPv6 Stateless Address Auto-Configuration (SLAAC)
with Router Advertisements has support for configur-
ing multiple prefixes and default routes as needed.

• Static address configuration with DHCPv6 requires a
single DHCPv6 server that is aware of all IPv6 pre-
fixes from all access networks. This implies that we,
currently, cannot use this setup for opportunistic band-
width sharing, e.g. for WiFi on-loading [1].

• Out of the box the support for multiple default routes
and multiple DNS server configurations within the client
side standard Linux utilities is limited.

• Special care is needed not to interfere with DNS-based
source network specific performance optimizations, such
as those used by CDNs.
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In the remaining sections, we outline what is needed to
auto-configure multiple default routes as well as to com-
pile appropriate DNS configurations. We then sketch what
changes to the SLAAC/DHCPv6 clients are needed and how
to handle multiple default routes in a way that Socket In-
tents and/or MPTCP can take advantage of the multiple
access networks. Finally, we discuss how the client hosts
gain information about the access networks and conclude.

2. SUPPORTING MULTIPLE ROUTERS

WITH SLAAC AND DHCPV6
The SLAAC protocol, see RFC4861 [11], already supports

multiple routers to send Router Advertisements (RAs) to a
client to announce different prefixes and routes. It is able
to resolve conflicts in most of the announced options, e.g.,
if the MTU of a link or the preferred lifetime of a prefix
differ, the most recently announced value is considered cor-
rect [11]. However, this does not work well for some options,
e.g., DNSSL and RDNSS (see Section 3). Here, a different
approach is needed. Nevertheless, SLAAC supports most of
the requirements to enable multi-homing on a single link.

This is not the case for DHCPv6, as specified in RFC
3315 [12]. DHCPv6 does not support configuring multiple
prefixes on the same link in a decentralized fashion. After
all, RFC 3315 [12] presumes the use of a single DHCPv6
server by each client at any point in time. We can circum-
vent this problem if we use a single—centrally maintained—
DHCPv6 server that knows all prefixes for all access net-
works. It can then assign addresses for multiple prefixes by
answering with multiple addresses and/or multiple Interface
Associations. Thus, DHCPv6 works well for all scenarios
where a all access network routers are jointly managed. But,
at this point it does not work fully decentralized which pro-
hibits support for use-cases such as opportunistic bandwidth
sharing [1].

3. SUPPORTING SOURCE BASED DNS
Nowadays, authoritative DNS servers often return differ-

ent responses based on the perceived origin of the request.
This is often used by CDNs for load-balancing or/and map-
ping users to appropriate servers and is based on elabo-
rate network measurements and a load-based optimization.
Thus, it is not sufficient to just issue a single DNS query
using a single access network, rendering the DNS config-
uration strategy outlined in RFC 6106 [13] insufficient for
our case. Rather, we need to issue a DNS query for each
access network. Thereby care is needed to not mix the an-
swers since not all CDN servers are globally reachable. We
propose to maintain a separate resolver configurations per
access network prefix. Alternatively, one can take advantage
of the DNS Client Subnet EDNS0 extension [14] and issue a
separate query for each access network while maintaining a
single resolver configuration.

Both methods mentioned above can be auto-configured
with SLAAC using DNSSL1 and RDNSS2 options as long
as each router only advertises a single prefix.

However, since DHCPv6 currently does not support sepa-
rate resolver configurations the DNS Client Subnet EDNS0
extension is the only option for DHCPv6.
1DNSSL is the list of DNS suffix domain names to use.
2RDNSS is the Recursive DNS Server option which contains
one or more IPv6 addresses of recursive DNS servers.

4. MULTI-ACCESS NETWORK AUTO-

CONFIGURATION FOR LINUX
Common client-side network configuration software, such

as isc-dhcp-client, dhcpcd, and network-manager, already
support the use and configuration of multiple prefixes and
default routes. However, they lack the functionality to fully
enable multi-homing. They do not offer applications a choice
of the gateway. Rather they just add all default routes to
a single routing table in the order that they receive them.
Thus, in practice a single route, namely the oldest one, is
used. Moreover, the DNSSL and RDNSS options are not
configurable on a per prefix basis. For example, DHCPCD

merges them per-interface.
To enable application choices we have to tackle the rout-

ing problem of choosing an access network. We see two
possible solutions: Virtual Router Functions or source based
policy routing. Virtual Router Functions allow a per-process
choice of the access network for multi-access un-aware ap-
plications. Source based policy routing enables multi-access
un-aware applications the use of MPTCP. Moreover, multi-
access aware application can choose an access network on
a per socket basis by binding to the appropriate source ad-
dress.

Therefore, we modified DHCPCD: (a) to generate separate
resolv.conf files per prefix with all information gathered
via the DNSSL and RDNSS options and (b) to enable source
based policy routing on a per prefix basis.

5. ACCESS NETWORK CHARACTERISTICS
So far, we have discussed how to enable applications to use

multiple access networks. This is sufficient when the charac-
teristics of the access networks are similar. In this case, the
client can use them, e.g., via MPTCP or in a round-robin
fashion, and no further extensions are needed. However,
this is not sufficient when the access networks have differ-
ent costs and/or different performance characteristics, e.g.,
satellite link fallbacks, or LTE and DSL. Here, we should
enable the application to make informed decisions.

To our knowledge, there is no protocol for communicat-
ing such information. Thus, we propose to communicate
network characteristics by extending router advertisements
with additional options. Such network characteristics can
include lower bounds on the expected latency (e.g., first-
hop RTT) or the smoothed average of the available up- and
downstream bandwidth (e.g., derived from interface coun-
ters or lower layer protocols).

6. SUMMARY
Using multiple IPv6 prefixes (one per uplink/access net-

work) on a single L2 link can enable users to take advantage
of multiple access networks. This can help to increase band-
width and satisfy redundancy demands or to opportunisti-
cally improve network performance.

Minor changes to SLAAC and DHCPv6 clients are suffi-
cient to, in principle, auto-configure our scenario with full
support for MPTCP, SCTP, and multi-access aware appli-
cations. However, care is needed with DNS to avoid per-
formance degradations. This problem can be addressed by
extending the DNS resolver. If the performance/cost differ-
ences of the bundled uplinks are too large, the client should
be made aware so that it react appropriately.
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