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ABSTRACT

In October 2015 we presented CheesePi at the Research and
Applications of Internet Measurements (RAIM) workshop
in Yokohama, Japan. In this followup paper, 18 months on,
we present our findings. These range from simple round trip
delay measurements to entire quality campaigns over several
weeks. A significant portion of the research has been done in
conjunction with the Swedish regulator, which we bring to
the fore. CheesePi is a lightweight platform with the goal of
performing measurements from within users’ homes. Since
the goal is to measure Internet quality delivered by ISPs,
measurement fairness is of prime concern. This paper covers
the regulator’s demands, ISPs feedback, our research interests,
the users’ needs of nearly two years work.

CCS CONCEPTS

• Networks → Network measurement; Home networks;

KEYWORDS

Network measurements, Home networking, Regulation

ACM Reference format:

Ian Marsh. 2017. CheesePi: Research, Results, and the Regulator.
In Proceedings of ANRW ’17, Prague, Czech Republic, July 1,

2017, 6 pages.
https://doi.org/10.1145/3106328.3106337

1 INTRODUCTION

We have presented a distributed measurement system for
home Internet quality characterization [15]. The aim of CheesePi
was to objectively characterize the quality users obtain from
their home Internet connections. It leverages the Raspberry
Pi, an always-on, affordable, quiet measurement node act-
ing independently of other devices in users homes. Home
networking characterisation requires continuous monitoring
of connections, an external device satisfies this requirement.
Our objective is not to aim for a large scale deployment of
measurement nodes. Rather, we want to deploy the minimum

number of nodes that satisfy regulator statistics. This not
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only keeps the cost down, eases deployment, but also reduces
data to be processed, small data can be of value too!

2 RELATED WORK

In this paper, we begin with discussing measurement fairness.
What exactly fair means is not well-agreed up within the
measurement community. Fair sampling has been touched
upon in [9], but fair measurements, as far as we know, have
neither been extensively researched not clearly mandated
by ISPs or regulators. There, has however been some recent
work in measurements and policy [6] and measurements and
neutrality (from the Finnish regulator) [16].

The Leone EU project, completed in April 2015, assessed
12 new metrics to measure performance factors using the
SamKnows infrastructure of 130 “probes” [1]. One metric they
identified relevant to CheesePi is the bitrate reliably streamed

and they trialed it using measurements to Google’s YouTube
and the BBC’s iPlayer VOD platforms. The framework was
standardized known as an “Information Model for Large-Scale
Measurement Platforms” [12].

RIPE Atlas is a project measuring Internet quality globally
as part of their interaction of traffic and network initiative [3].
Around 9400 probes have been deployed by European IP Net-
works worldwide as of April 2016. ICMP and traceroute mea-
surements are performed using the hardware probes with se-
curity support from DNSSEC and SSLcert. The Archipelago
Measurement Infrastructure uses 150 Raspberry Pis, globally
deployed quantify connectivity and congestion using IPv4/v6
active measurements as an overlay [5]. Quantifying the con-
gestion is done by a Time-Sequence Ping (TSP), a crafted
sequence of pings along a selected network path which is
similar to our approach.

Internet measurement platforms are certainly not new.
A text on Internet measurements by Crovella and Krishna-
murthy published in 2006 covers many areas still relevant to
measurements today [7]. [4] describes all efforts up to 2015,
an updated Dagstuhl seminar paper is [2].

Moving onto work directly inline with this paper, Fathom
has been used in home network environments, and has similar
goals to ours, but uses a Firefox extension based on Netalyzer
[8], whereas we opt for an external hardware approach. It is
based on previous work done in [14]. [10] use the TCP three-
way-handshake and adaptive ping measurements to produce
what they claim to be “the most consistent results for base
network delays”, with a cellular focus, whilst we consider
the 3-way handshake as a delay measurement, closer to the
application and above the ubiquitous ping. Teacup is a joint
platform between Swinburne in Australia and Cisco, using
100’s of nodes to investigate TCP, in particular DASH-video.
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questionnaires to users, although we will not deploy
that many nodes.

(2) A better understanding of the root causes of buffering
video events. Are “rings of death” due to congestion?
buffer adaption, bitrate variability, or actions outside
of the connection? e.g. radio interference. Streaming
video tests have started in this direction.

(3) Detecting if separate end-systems share a common
path to a server and hence explain correlated spatial
and temporal congestion. Where traceroute cannot
reveal topology [5], inference at the end system poses
an interesting research challenge [18].

(4) In collaboration with the Université Catholique Lou-
vain, Belgium, and Karlstad university, Sweden we will
evaluate multipath TCP. Topics will be path selection
and low-latency packet scheduling in the Raspberry Pi
kernel, evaluated as part of the CheesePi network.

10 CONCLUSIONS

In this paper, we have described the philosophy, design, im-
plementation, data, analysis, actors, user feedback, future
and some conclusions from our home-oriented measurement
platform. It is the culmination of around 2 years work. We
have conducted around 5 different types of experiments us-
ing CheesePi. We have also started to look at experiments
exposing the difficulties in measuring coupled systems.

The regulator’s knowledge is essential in the deployment
of nodes. Interaction with the ISPs is also important, they
specified data rates higher than we had tested, motivating
using higher performance units such as the Odroid.

Data analysis is an important facet in CheesePi. Not de-
scribed in this paper, is multi-dimensional measurement vi-
sualization of the data and is very much ongoing work. We
have compared dimensionality reduction methods for network
measurements in a separate paper. Since we are dealing with
users, in their homes, data presentation is important.

Worthy of mention is that CheesePi, and Internet measure-
ments has been a good platform in which to educate students.
It is relatively simple to learn, extend and experiment with.
This is due to the decision to write most of it in Python.

This work was financed by the Swedish Knowledge Foun-
dation project entitled ”Research environment for low-delay
Internet”, under grant number 20130086.
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