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there is no architecture, but only a tradition, which was not writtenhk\%uhﬁ"/

down for the first 25 years ..”

“.the community believes that

the goal is connectivity, the

tool is the Internet Protocol,

and the intelligence is end to

end rather than hidden in the
network.”

END-TO-END

RFC 1958
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A middlebox is a computer
networking device that
transforms, inspects,
filters, or otherwise

manipulates traffic for
purposes other than packet
forwarding.
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End-to-End Arguments in System Design,

Saltzer,
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Extensibility

Flexibility

Ossification

of the network infrastructure

Innovation

Deployment of new TCP features and
new transport protocols is crippled
by middleboxes
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FROM PATH CONDITIONS ...
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feature.blocked feature.removed feature.changed

A path condition is a
functional description of

an action performed by an
intermediary device on a
packet, on a given path.
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mmb: A VPP MIDDLEBOX

https://github.com/mami-project/vpp-mb
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bypass framework
developped by Cisco.
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mmb: A VPP MIDDLEBOX

VPP (Vector Packet
Processing) is a high-
performance kernel -

bypass framework

Intuitive developped by Cisco.

v

ip4-input ip4-mmb-rewrite # mmb <add-keyword> <match> [<match> <match>]
MATCH <target> [<target> ... <target>]
—
ip‘l'i“b":lassj'fy <add-keyword> : add-stateless | add-stateful
DROP \MISS <match> <field> <condition> <value>
« > <target> . mod <field> <value> | add <field> <value>
SRR ipd-lookup | strip [!] <field> | map <field> <value>
. | shuffle <field> | drop
. v
node-based processing path CLI syntax
Classification Node N ( Rewrite Node )
Connection Rewrite Table
ﬁ:zzz:ﬁ; Table #1| Targets CRompIex
argets; ewrite
[
>, <, options .

[c2] #1 #8 #10 ]

#N| Targetsy

|{;‘3 Extra Matching |/O Lookup 5-tuple
CIrrr1ri---- CIrTr13-Cr1r1j

| Rewrite | |{§‘3 Extra Rewrite |

(A7 A - (A7 AD
) Y,

mmb software architecture
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Path impairments scenarios with congestion:

Enabled ECN | | ECN
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Window Scaling Parameter

Path impairments scenarios with
artificial delay:

Stripped WScale

tcp.opt.wscale.changed tcp.opt.wscale. removed

In the future

Wscale Impairment

Clipped and Stripped Wscale
have a direct impact
on maximum achievable
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SACK

SYN+sACK_P
ACk-
SACK SACK SACK: [p, 43;-20 a
enabled enabled ;B+6‘o] Sack. CK;A+2O SACK‘.ACK:B‘*ZO N
: [B+4O;B+60] R - : [B+40;B+601 s ACK:a45,
4;}3@_’:33// invalid :
ROP SACK block 4 invalid
o .A+40 o o SACK block
SEY sEQ:A+20 58 —/
SEQ:B-{-ZO W g IE .
4______._———;:;;: nemission) i 3
ACK:a+29 g |
SACk . [A+40;A+60 SEQ:A+40 ' SEQ:P
] SEQ:B+40 4/ ! W
- jon) __ _ mission
(spurious retransmlSSLO (spurious retrans
valid
SACK block l
SEQ:A+20 v \ 4 \4 v
w
O Broken SACK Broken SACK (RTO)
v \ / (spurious retransmission)

Normal SACK



tracebox

=

‘:V] I - B ."‘-.‘.‘.‘ .
. - RN
Source Destination N

I ® B8 B ®
Router  Middlebox TCP Probe ICMP Informant ICMP-triggering
Message  router TTL

* RFC 792 : “The internet header plus the first 64 bits”

* RFC 1812 : “as much [...] as possible” (< 576 B)



Testbed specifications

Intel Xeon E5-2620 2.1GHz, 16 Threads, 32GB RAM
Intel XL710 2x40GB NICs

Huawei CE6800 switch

Debian 9
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