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ABSTRACT
Satellite broadband connectivity has received significant

level of interest in recent years, partly due to the emergence

of 5th and 6th generations of cellular networks and their

novel use-cases. High-throughput GEO satellites are there-

fore expected to become an integral part of such networks

both for access and backhauling. Almost simultaneously, ma-

jor breakthroughs have occurred within the Internet trans-

port layer – i.e., with the increasing deployment of user-space

QUIC protocol and BBR congestion control. The impact of

these innovations and their overall performance on the In-

ternet paths traversing over satellite links is yet to be inves-

tigated. Although traditionally TCP-splitting methods with

Performance-Enhancing-Proxies (PEPs) were used to boost

the transport performance over the satellite links, such ap-

proaches become hard for QUIC due to its encrypted nature.

This leads to QUIC’s poor performance over satellite links,

which is currently being investigated by the IETF’s QUIC

WG. In addition, the transport performance depends on the

choice of congestion control and QUIC implementation. In

this work we will explore these aspects and the suitability of

BBR congestion control for QUIC over SATCOM networks

through real-life experimentation in an emulated testbed

environment.
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1 INTRODUCTION
Geosynchronous (GEO) satellite networks have been the

focus of significant recent research. This is both due to

the emergence of high-throughput satellites (HTS) and the

5th/6th generation of cellular networks (5G/6G) and their

novel use-cases. In such networks, broadband services can

either be delivered by the ISPs to the end-user either directly

or through a SATCOM-enabled cellular network in locations

where terrestrial connectivity is limited or non-existent.

Simultaneously, recent years have witnessed major inno-

vations within the Internet transport layer. This has mainly

been focused on two areas: (1) de-ossifying transport proto-

col stack by deploying QUIC – a user-space transport pro-

tocol with a UDP substrate – to traverse the misbehaving

middleboxes which made the transport evolution impossible

[1]; (2) improving congestion control (CC) mechanisms to

better utilize the available bandwidth while maintaining low

latency through deployment of Bottleneck Bandwidth and

Round-trip propagation time (BBR) congestion control [2].

Initially designed by Google and currently under standardiza-

tion at the IETF, QUIC is a UDP-based, reliable, multiplexed

and fully-encrypted transport protocol, aiming to solve many

of TCP’s shortcomings [3][4][5]. Although the IETF’s QUIC

standard specifies a CC similar to the TCP NewReno [5],

different implementations of QUIC offer support for BBR CC.

BBR’s objective is to adapt the congestion window (cwnd)

according to the actual level of congestion on the path by

taking into consideration the increase in Round-Trip Time

(RTT) and maximum achievable bandwidth – i.e., by mostly

maintaining cwnd around an optimal value above which an

increase in cwnd ceases to yield more bandwith yet incurs

more latency [2]. Initial investigation of BBR’s performance
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over TCP and its related coexistence issues with loss-based

CCs [6] has lead to the introduction of BBRv2 [7]. Unlike

BBR, which was deemed to be too aggressive due to lack of

reaction to packet loss and thus penalizing competing loss-

based CCs, BBRv2 aims to score a better level of fairness by

reacting to loss beyond a certain threshold.

Preliminary investigations of web performance with BBR-

enabled QUIC over satellite links show that BBR can out-

perform the loss-based CUBIC [8] in presence of packet loss

[9]. While the work in [9] focuses on small and medium-

size web objects, a more thorough and general investigation

of these CCs over satellite links particularly with the ad-

dition of BBRv2 is yet to be performed. Satellite links are

shown to pose significant challenges to the transport proto-

cols and congestion control algorithms [10] due to their high

bandwidth-delay product (BDP) and likely asymmetric na-

ture. While these issues were traditionally mitigated through

the use of connection splitting methods and Performance

Enhancing Proxies (PEPs) for TCP traffic [11], this has been

proven to be very challenging for QUIC due to its end-to-end

encrypted nature limiting the level of optimization methods

that can be implemented on the middleboxes (e.g., SATCOM

gateways). Recent discussions at the IETF aiming to address

this issue involve several potential approaches: (a) improving

end-to-end QUIC performance tailored for SATCOM envi-

ronments, e.g., providing signaling of essential path charac-

teristics (e.g., BDP) between the QUIC end-points [12]; and

(b) voluntarily exposing certain header fields in QUIC to the

middleboxes with proposals such as MASQUE [13].

This paper aims to thoroughly explore the suitability of

BBR and BBRv2 for QUIC over satellite broadband links,

which are yet to be fully investigated. The contributions of

this paper are four-fold as follows:

(1) to the best of our knowledge, it is the first work to

investigate the performance of QUIC with BBRv2 in

satellite environments.

(2) it evaluates several important aspects of CC perfor-

mance over long-haul satellite links such as inter- and

intra-protocol fairness, latecomer fairness issues, and

mice versus elephant flows.

(3) investigates the impact of QUIC implementation choice

on the transport performance over satellite links.

(4) elaborates on the suitability of BBR for QUIC over

satellite links, current issues and potential solutions.

The remainder of this paper is structured as follows: Sec-

tion 2 outlines the related works on QUIC over satellite net-

works and BBR congestion control; Section 3 presents in

detail the network testbed setup used for our real-life evalu-

ations; Section 4 presents our evaluation scenarios and their

experimental results; Section 5 provides a discussion based

on our evaluation results on the suitability of BBR for QUIC

over satellite links, its implications and potential solutions;

and finally, Section 6 concludes the paper.

2 BACKGROUND
This section offers a context for our work by providing back-

ground on common transport layer issues over satellite links

both for TCP and QUIC, as well as existing and proposed

solutions to mitigate such issues. In addition, it presents

prior works on the evaluation of BBR CC particularly over

satellite links, and also investigates the works performed on

the performance of different QUIC implementations.

2.1 Transport Layer over Satellite
The presence of a GEO satellite link along the network path

introduces several challenges for transport layer mechanisms

[14], often resulting in underutilized links. Firstly, as a conse-
quence of large delays introduced by the signal propagation

to GEO, the path’s RTT increases to an order of 0.5-0.6 sec.

This increases the transport’s feedback loop, leading to the

slow cwnd growth during both TCP slow-start and conges-

tion avoidance phases. A high RTT thus implies a higher

BDP, requiring larger buffers and windows in both the end-

points and the satellite transponder [14]. Secondly, satellite
links can introduce significant bit error rates, which can be

problematic for loss-based CCs (e.g., NewReno or CUBIC)

which use packet loss as an indication of network conges-

tion. Thirdly, satellite links can be asymmetrical, which can

result in the upstream buffers becoming filled with ACKs

and thus reducing downstream performance [15].

These challenges can be confronted by optimizing TCP

mechanisms for satellite environments – for instance, satellite-

optimized CCs (e.g., TCP Hybla [16]) or window scaling solu-

tions (e.g., the TCPwindow scale option [17]). However, most

satellite service providers have relied on PEPs to mitigate

the issues of TCP over satellite [11]. These proxies usually

rely on connection splitting, allowing optimizations such as

local loss recovery, ACK segment spoofing [11] or the use of

local CC in the satellite segment.

Nevertheless, more challenges arise QUIC traffic is intro-

duced to the satellite networks [10]. Given the current trend

with QUIC’s deployment on the Internet (7.9% of all websites

are already using QUIC [18]), the wide use of QUIC over

satellite links is to be expected. Since QUIC advocates for

complete end-to-end confidentiality with full header encryp-

tion, these PEP solutions become unfeasible, unless there is

some cooperation mechanism between the endpoints and the

network or some header information is exposed. The inabil-

ity to use PEPs with QUIC has been shown to dramatically

degrade performance in several studies [19, 20, 21].

Since then, efforts have been made at IETF’s QUIC WG

to study newly proposed experimental QUIC features that

could boost its end-to-end performance over satellite links
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[10]. These include: (1) the BDP Frame extension [12], which

suggests a mechanism that allows endpoints to remember

and exchange path characteristic parameters (i.e., the RTT

and bottleneck bandwidth) and reuse them in following con-

nections; (2) the ACK Frequency extension [22], which al-

lows receivers to modify the ACK sending rate and avoid

introducing congestion in the upstream link; and (3) the use

of Forward Error Correction (FEC) to mitigate the effect of

transmission errors in the satellite link [23].

2.2 BBRv1 and BBRv2
Traditional TCP CCs such as CUBIC or NewReno use packet

loss as a sign of network congestion; on the contrary, BBR

models congestion by measuring the bottleneck bandwidth

and path RTT, aiming to find a cwnd value that optimizes the

use of bandwidth resources while minimizing RTT increase.

This is achieved through a series of bandwidth probing strate-

gies that continuously search the maximum available band-

width and re-measuring the base RTT in regular intervals.

Some early studies have shown that the first version of

BBR [2] can significantly outperform CUBIC in many sce-

narios, especially when packet loss becomes significant [24].

However, later studies identify that BBR can be unfair to-

wards loss-based CC, as a consequence of the aggressive

STARTUP and PROBE-BW phases [6, 25, 26]. These works

have also identified RTT unfairness issues.

These issues have led to an update to the algorithm, first

proposed in 2019 - and referred to as BBRv2 hereafter - that

aims to reduce the aggressiveness when sharing the link

with CCs such as CUBIC, through the use of a more complex

probing algorithm [7]. While BBRv1 did not react to packet

loss at all, BBRv2 uses packet loss and Explicit Congestion

Notification (ECN) signaling as inputs for the probing mech-

anism. BBRv2 also reduces the cwnd decrease rate in the

PROBE-RTT phase, for a less aggressive throughput fluctua-

tion. Several works have already evaluated BBRv2 for TCP

over terrestrial networks [27, 28, 29, 30]. Authors in [27]

show that BBRv2 significantly improves fairness when in

competition with loss-based CC. Additionally, results in [28]

and [29] provide in-depth fairness analysis, and point out

convergence problems between BBRv2 flows when using

large bottleneck buffers. Researchers in [30] also identified

issues regarding BBRv2’s capability of adapting to changing

network conditions - e.g., bandwidth dynamics or random

losses - and suggest new mechanisms to alleviate them.

Even though BBRv2 has been deeply evaluated experi-

mentally over terrestrial networks and with TCP, none of

these studies: (1) investigate its performance, inter- and intra-

protocol fairness when traversing over high-BDP links (e.g.,

satellite links); and (2) investigate BBRv2 performance over

QUIC. This paper investigates these two previously unex-

plored areas in detail.
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Figure 1: UiS TEACUP network testbed topology

2.3 QUIC implementations
Currently, there are several open-source IETF QUIC imple-

mentations available for experimentation. However, even

though they are based on the same reference specifications,

these implementations are highly heterogeneous [31]. Thus,

QUIC performance evaluation results can be highly depen-

dent on the particular implementation. As researchers in [32]

show through the use of simulated and real satellite links,

some implementations can perform weakly when used as a

client, as a server, or even both.

3 EXPERIMENTAL TESTBED SETUP
Our approach in this work is based on real-life experimen-

tation in an emulated network environment. We make use

of a physical network testbed located at the University of

Stavanger (UiS) with a dumbbell topology as shown in Figure

1. The testbed contains two pairs of hosts that act as end-

points: hosts 1-2 act as clients and hosts 3-4 act as servers.

Another machine acts as a router between the two networks

and performs satellite link emulation.

All hosts and the router in the networks are commodity

off-the-shelf products and have identical hardware specifi-

cations: an Intel Quad Core i5-3470 @ 3.20GHz CPU and 16

GB Micron DDR3 1600 MHz RAM. They all run on the Open-

SUSE Leap 15.1 Linux distribution, with Kernel 5.4.0. Each

endpoint has two Ethernet interfaces, one for the control net-

work traffic and another for the experimental traffic, and the

router has an extra interface. The nodes are interconnected

using a Gigabit Ethernet switch.

3.1 TEACUP for Experiment Orchestration
TCP Experiment Automation Controlled Using Python (i.e.,

TEACUP), developed by CAIA [33], is designed to orchestrate

and run TCP experiments on emulated network testbeds.

through a series of Python scripts that facilitate experiment

design and automation. The scripts are run from a controller
node running FreeBSD, which uses the Fabric Python library

to control the experiment nodes remotely and extract sta-

tistics from them. The TEACUP architecture separates the
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SAT TERR
One Way Delay (OWD) 300ms 50ms

Bandwidth (Down/Up) 20/(20|2) Mbps 20/20 Mbps

Bottleneck Buffer Size 0.25|0.5|1.0|2.0 x BDP

Packet Loss Ratio (PLR) 0%, 0.1%, 1%

Table 1: Network path emulation parameters
control network from the experiment network to isolate the

experimental traffic from control traffic. For this work, we

have extended the TEACUP to run experiments and extract

statistics with multiple QUIC implementations.

3.2 Link emulation with netem/tc
To perform our evaluations at the transport layer level, we

emulate a network path with typical characteristics of a

satellite link using netem/tc in the router. Table 1 shows the
parameter values used for two scenarios: the satellite sce-

nario (SAT) and the terrestrial scenario (TERR). We consider

a bandwidth asymmetry of ratio 1:10 and packet loss ratio

values with an upper bound of 1% (see [34] section 5).

3.3 QUIC Traffic Generation and Logging
In this study, additional TEACUP traffic generators were de-

veloped for two major QUIC implementations: ngtcp2 [35]
and picoquic [36]. The former was chosen to be able to exper-

iment with BBRv2 CC since it is one of the only QUIC stacks

that implement it; the latter was selected because of the good

performance reported over GEO satellite links [32]. Experi-

ments in this work test these QUIC stacks against themselves

- i.e., server and client use the same implementation.

Since QUIC runs in user-space, no kernel tool was needed

to extract transport layer statistics. We therefore used qlog,
an easily structured, human-readable and standardized log-

ging format for QUIC [37], supported by most QUIC stacks.

4 EXPERIMENTS AND RESULTS
This section presents our experimental evaluation results by

demonstrating how CC mechanisms perform for a variety of

scenarios and parameters – e.g., bottleneck buffer size, PLRs,

number of flows, object sizes, and number of objects. All

experiments are run with the available CCs in QUIC imple-

mentations and over the SAT link scenario unless specified

otherwise. Experiments are repeated for ten runs, which pro-

vides insight without heavily increasing experiment time.

The error bars in graphs represent the standard deviation

of results across experiment runs. Due to the absence of a

BBRv2 implementation in picoquic, CC behavior in sections

4.2-4.4 is only studied with ngtcp2 over symmetric SAT.

4.1 Bulk Download Performance
To measure the performance of bulk download traffic, the

client downloads a very large file stored in the server, and

the average goodput is measured after 120 seconds. Figure

2 shows the results using different QUIC implementations,

CC algorithms, and bottleneck buffer sizes, for both symmet-

rical SAT and TERR scenarios. As expected, overall good-

put is worse in the SAT scenario. It can however be seen

that picoquic performs better, especially in the SAT scenario,

and can sustain its goodput even in the presence of loss un-

like ngtcp2. Irrespective of the buffer size, BBRv1 provides

a slightly higher goodput than BBRv2. In the presence of

packet loss, it is also noted that (1) ngtcp2 CUBIC’s good-

put significantly drops, while piqoquic’s CUBIC generally

sustains its goodput, and (2) BBRv2 reduces performance.
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Figure 2: Bulk download goodput results

To evaluate the impact of uplink traffic in SAT scenar-

ios on the downlink performance, we present the downlink

goodput under different CC combinations in Table 2, for both

a symmetric and an asymmetric SAT links. Results show that

while ngtcp2 goodput drops for an asymmetric bandwidth

setup with 1:10 ratio, picoquic maintains performance.

4.2 Intra- and Inter-Protocol Fairness
When studying CC, it is important to evaluate the level of

fairness between parallel flows of the same CC type (i.e.,
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ngtcp2 Symmetric 20/20 Asymmetric 20/2
Down | Up BBRv2 BBRv1 CUBIC BBRv2 BBRv1 CUBIC

BBRv2 14.73 14.94 13.56 5.31 8.74 6.36

BBRv1 15.10 14.97 14.66 8.03 8.25 5.25

CUBIC 14.90 13.64 11.70 7.38 8.64 7.74

picoquic Symmetric 20/20 Asymmetric 20/2
Down | Up BBRv2 BBRv1 CUBIC BBRv2 BBRv1 CUBIC

BBRv2 - - - - - -

BBRv1 - 18.36 18.34 - 18.35 18.35

CUBIC - 18.38 18.25 - 18.34 18.35

Table 2: Forward goodput for different SAT links

intra-protocol fairness) and different coexisting CC types

(i.e., inter-protocol fairness). To measure fairness between

parallel flows, we use Jain’s Fairness Index (JFI) [38]. In

this scenario a number of simultaneous bulk downloads are

launched, and terminated after five minutes.

Figure 3a shows the intra-protocol fairness by presenting

the JFI for different numbers of parallel flows, and for a

buffer size of 1 BDP. Results show that BBRv1 achieves the

best fairness for the 2-flow scenario, never descending below

a JFI value of 0.970 and staying very close to 1. However,

BBRv1 and BBRv2’s fairness level decreases significantly as

the number of flows increase reaching JFI values below 0.4

in the case of BBRv1. On the other hand, CUBIC maintains a

very good level of fairness even with 64 flows.

To evaluate inter-protocol fairness three CC combinations

are investigated. Figure 3b shows the JFI for these combi-

nations with 2 and 4 flows (scenario A denotes BBRv2 vs

BBRv1; B denotes BBRv2 vs CUBIC; and C denotes BBRv1 vs

CUBIC). It can be observed that BBRv2 and CUBIC coexist

fairly in all configurations, unlike BBRv1 and CUBIC. Some

level of unfairness can also be observed between BBR ver-

sions - i.e. BBRv1 flows get a bigger bandwidth share due

to their more aggressive nature -, but this may not be very

critical since BBRv2 is intended to replace BBRv1.

4.3 Latecomer Issue
In the context of CC fairness, the latecomer issue indicates
that unfair distribution of bandwidth and perhaps flow star-

vation may exist when a latecomer flow sharing the bot-

tleneck with an already established flow which is utilizing

a significant portion of available bandwidth. On SAT sce-

narios, the large RTT may potentially exacerbate this issue.

To investigate this, a scenario was designed consisting of

four flows over a SAT link scenario each starting at 0, 40,

80 and 120 seconds respectively, and all of which lasting for

180 seconds. Figure 4 shows the goodput and smoothed RTT

for each flow over time in a single run, for each CC.

In overall, we observe that all new flows take a relatively

long time to converge due to the long RTT feedback loop

in SAT scenarios. We however observe that while CUBIC

suffers more significantly from latecomer unfairness at the

2 4 8 16 32 64
0.2

0.4

0.6

0.8

1

2 4 8 16 32 64 2 4 8 16 32 64

Number of Flows Number of Flows Number of Flows

Ja
in

's
Fa

ir
n
e
ss

In
d

e
x

(J
FI

)

BBRv2BBRv2BBRv2 BBRv1BBRv1BBRv1 CubicCubicCubic

(a) Intra-protocol fairness

A B C

0.4

0.6

0.8

1

A B C A B C A B C

Scenario Scenario Scenario Scenario

JF
I

2 flows2 flows2 flows 4 flows - 2v24 flows - 2v24 flows - 2v2 4 flows - 3v14 flows - 3v14 flows - 3v1 4 flows - 1v34 flows - 1v34 flows - 1v3

(b) Inter-protocol fairness

Figure 3: JFI for fairness tests (ngtcp2)
beginning (i.e., with less number of flows), this issue becomes

less profound as the number of flows increases — i.e., in the

episode 160 sec–200 sec where CUBIC flows share the band-

width more fairly compared to BBRv1 and BBRv2. BBRv1

shows the most aggressive behavior of latecomer flows: they

gain their fair share of available bandwidth faster, and also

overtake the pre-existing flows. Meanwhile, BBRv2 projects

a less aggressive behavior in this regard. BBRv2 results also

show that the last flow (Flow 4) fails to reclaim the available

bandwidth in the last tens of seconds, which might be caused

by ngtcp2 BBRv2 implementation issues.

4.4 Mice versus Elephant Flows
Since satellites are used for Internet broadband access, it is

relevant to study the impact of web object size. Small web

objects lead to the transmission of mice flows in contrast to

the bulk traffic (i.e., elephant flows) studied in §4.1. Figure

5 presents the download time for different object sizes and

numbers of objects, with ngtcp2. The experiments are run in

the presence of a background BBRv1 flow.

Results clearly show that download times are higher with

CUBIC, especially for larger object sizes and number of ob-

jects - e.g., CUBIC takes twice as long as BBRv1 to download

the 100x100KB object set. Even when using CUBIC as back-

ground traffic, and thus eliminating the potential bias of

BBRv1’s aggressiveness towards CUBIC, we have observed

that BBRv1 still yields the lowest download times.

5 DISCUSSION
The choice of CC algorithm has proven to play a big role in

QUIC’s performance over SATCOM. Unlike CUBIC, BBR can



ANRW ’22, July 25–29, 2022, PHILADELPHIA, PA, USA Martin and Khademi

0

5

10

15

20

0 40 80 120 160 200 240 280

600

800

1000

1200

Flow 1 Flow 2 Flow 3 Flow 4 Aggregate

Time (s)

G
o
o
d
p
u
t 

(M
b
p
s
)

R
T
T
 (

m
s
)

(a) BBRv2

0

5

10

15

20

0 40 80 120 160 200 240 280

600

800

1000

1200

Flow 1 Flow 2 Flow 3 Flow 4 Aggregate

Time (s)

G
o
o
d
p
u
t 

(M
b
p
s
)

R
T
T
 (

m
s
)

(b) BBRv1

0

5

10

15

20

0 40 80 120 160 200 240 280

600

800

1000

1200

Flow 1 Flow 2 Flow 3 Flow 4 Aggregate

Time (s)

G
o
o
d
p
u
t 

(M
b
p
s
)

R
T
T
 (

m
s
)

(c) CUBIC

Figure 4: Latecomer fairness with 4 flows (ngtcp2)
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Figure 5: Download time for various sets of objects (ngtcp2)

maintain high performance when packet loss appears on the

link, and it reduces download times for mice flows. Fairness

towards loss-based CC has also improved significantly with

BBRv2, even with the long feedback loop caused by the

SAT link, and BBRv2 latecomers appear to converge faster

than CUBIC while behaving less aggressively than BBRv1.

Nevertheless, BBRv2 flows appear to perform significantly

worse on lossy SAT links, and BBRv2’s intra-protocol fairness

is far from acceptable. Therefore, we encourage upcoming

BBR iterations to try to tackle the issues above that arise on

large-BDP paths.

As stated before in this paper, packet loss and bandwidth

asymmetry are highly present on most GEO SATCOM links,

and they play a big role in transport performance. While the

presence of packet loss can be mitigated using layer 1 and 2

mechanisms such as Adaptive Coding andModulation (ACM)

and Forward Error Correction (FEC), bandwidth asymmetry

is difficult to avoid in satellite broadband services in the mar-

ket. Additionally, the problem of ACK congestion becomes

especially critical nowadays due to the high presence of up-

link traffic in modern Internet use. While TCP can alleviate

return link congestion through ACK aggregation in PEPs,

current QUIC deployments need to implement ACK policies

either (1) in the endpoints - e.g. with the ACK Frequency

extension - or (2) using MASQUE. Our study has shown that

an ACK policy such as picoquic’s, which has been found

to send around 10 times fewer ACK frames than ngtcp2 on
average, can maintain high performance over highly asym-

metric links. This motivates the further study of ACK policy

negotiations and their implementation for QUIC traffic.

Our study has also reported very significant performance

differences between QUIC implementations: picoquic is pro-
viding better link utilization across CC algorithms, even with

high packet loss and bandwidth asymmetry. Given our ob-

servations and the discussion on [39], we believe that these

might be related to flow control window adaptation and

acknowledgement strategies.

6 CONCLUSION
This work has studied the suitability of BBR congestion con-

trol over emulated satellite networks and using different

QUIC implementations, as well as the impact of packet loss

and bandwidth asymmetry of these networks.

The main findings of these paper are as follows: (1) BBR

beats CUBIC in both short and long downloads, especially

under packet loss conditions; (2) BBRv2 alleviates BBRv1’s

fairness issues, but it suffers from long protocol feedback

loops in satellite links; and (3) satellite-optimized ACK poli-

cies using QUIC’s ACK Frequency extension can help mini-

mize ACK congestion on asymmetric bandwidth setups.

Future work should consider a wider set of QUIC imple-

mentations and a more complex satellite link model, includ-

ing satellite PHY-MAC mechanisms, more realistic packet

loss models (e.g. considering the likely bursty nature of er-

rors), and a broader set of asymmetric bandwidth setups. This

would help identify potential strategies to further improve

BBRv2 over lossy and long latency paths, as well as design

clever ACK policies that mitigate the effects of asymmetry

while maintaining reliable delivery and loss detection and

recovery.
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